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A Human Centred Hybrid MAS and 
Meta-Heuristics Based System for 
Simultaneously Supporting Scheduling 
and Plant Layout Adjustment 
 
Manufacturing activities and production control are constantly growing. 
Despite this, it is necessary to improve the increasing variety of scheduling 
and layout adjustments for dynamic and flexible responses in volatile 
environments with disruptions or failures. Faced with the lack of realistic 
and practical manufacturing scenarios, this approach allows simulating 
and solving the problem of job shop scheduling on a production system by 
taking advantage of genetic algorithm and particle swarm optimization 
algorithm combined with the flexibility and robustness of a multi-agent 
system and dynamic rescheduling alternatives. Therefore, this hybrid 
decision support system intends to obtain optimized solutions and enable 
humans to interact with the system to properly adjust priorities or refine 
setups or solutions, in an interactive and user-friendly way. The system 
allows to evaluate the optimization performance of each one of the 
algorithms proposed, as well as to obtain decentralization in 
responsiveness and dynamic decisions for rescheduling due to the 
occurance of unexpected events. 

 
Keyword: Human-centred, Industry 4.0, multi-agent system, metahe-
uristics, scheduling, optimization. 
 

 
 

1. INTRODUCTION  
 

Manufacturing acivities have evolved over the years 
through revolutions brought about by the impact, 
especially, on intelligence [1]. 

Typically, intelligent platforms and systems intend 
to be autonomous, for instance based on multi-Agent 
negotiation processes to reach automatic decisions [2, 
3]. 

Nowadays, with the forthcoming increasing need to 
contextualize manufacturing companies within the 
scope of Industry 4.0 (I4.0), along with Cyber Physical 
Systems (CPS), and full digitalization of manufacturing 
processes, there is a growing need in both directions, 
sometimes to include the intervention of humans in 
manufacturing decision making or reverse, to enable 
automated solutions for manufacturing decision 
problems to be reached, in supporting management 
functions.  

Besides, the insertion of I4.0 into current-day 
manufacturing practices will result in a move from 
centralized realization to a distributed realization of 
data-generation, optimization, decision-making, and 
supervisory control [1].  

Moreover, this currently growing concern about 
human inclusion in manufacturing management is not 

just the focus on more traditional and local factories, but 
also, and even more intensely, in the context of 
Networked Manufacturing Environments [4, 5]. 
Additionally, it is also of upmost importance to provide 
platforms and systems that enable manufacturing and 
management processes and functions integration, such 
as scheduling and layout readjustments.  

Generally, scheduling problem consists in the 
identification of methods to organize the operations set 
execution under certain time constraints (e.g. total time 
of execution, operations precedence constraints, etc.), as 
well as capacity constraints satisfaction in resources [1]. 
However, real world scheduling problems are generally 
much more complex than the ones being solved in 
theory. Job shop scheduling problem (JSSP) is one of 
the scheduling problem classes that belongs to the well-
known combinatorial optimization problem domain. In 
this sense, production scheduling optimization 
technology  can introduce significant improvements in 
the efficiency of manufacturing facilities, eliminating or 
reducing scheduling conflicts, reducing flowtime and 
work-in-process, improving the production resources 
utilization and adapting to irregular shop floor 
disturbances [6]. 

It is assumed that there is no flexibility of the 
resources scheduling (including machines and tools) for 
each operation of every job. It may meet the 
requirements of manufacturing system, such as 
optimization and intelligent support to bridge the lack of 
control and flexibility in dynamic systems with 
unexpected events, which may include uncertain data to 
be treated [7-12]. 
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Regarding the state of the art in this field, the 
literature review leads to surveys related to different 
strategies and techniques of artificial intelligence and 
optimization in the JSSP in manufacturing systems [13, 
14]. Moreover some authors address, for example, 
flexible job shop scheduling using meta-heuristics based 
on multi-agents [15, 16]. It is also important to note that 
few studies present the job shop scheduling problem for 
efficient and simultaneous layouts ajustment [17]. 
Although,  some  authors  integrate already,  in  a  colla-
borative  perspective,  the  job  shop  scheduling with 
layout planning, that is, presenting a hybrid system 
capable of optimizing multiple solutions [18, 19]. 

The main idea of this work is also to provide a 
contribution for simultaneous (re)scheduling and layout 
adjustment based on a hybrid approach based on a 
multi-agent  system  combined  with the genetic 
algorithm and the particle swarm optimization 
algorithm, in a dynamic manufacturing and 
management environment. In this sense, the proposed 
approach and underlying system, regarding an update to 
existing works, is to consider and enable an integration 
between optimization techniques and agents negotiation 
by providing dynamic and autonomous simulations that 
involve and overcome disruptions or unexpected events. 

Therefore, in this paper a human centred hybrid 
decision support system is proposed to simultaneously 
integrate scheduling and plant layout adjustments. This 
proposed system is based on multi agents and meta-
heuristics, although it can also be used to obtain 
automatically generated solutions to integrated prob-
lems in an interactive and user-friendly way. 

This paper is an extension of the paper in [20] on 
which the following three main issues were incor-
porated: 

(1) a new population-based meta-heuristic, the PSO, 
was included, for the difference in relation to the GA 
algorithm in [20], which turns out to be more feasible to 
solve simultaneous scheduling and layout adjustment 
problems with increased complexity, and a more 
complex problem extracted from a real case study is 
used in this paper for illustrating this improved 
approach, with a higher quantity and variety of jobs to 
be processed on a set of machines, within the context of 
FMS;  

(2) decision factor tests are included in this extended 
approach, as an alternative and improved method to 
compare the possibility of trying to put the remaining 
tasks to be rescheduled in the middle or final time range 
on a given available machine through the MAS 
negotiation process, after a breakdown or unexpected 
event occurs in the manufacturing system; and  

(3) dynamic rescheduling alternatives were imple-
mented in this improved approach for more easily 
overcome disruptions problems affecting the resche-
duling and layout rearrangements, based on further 
products’ and jobs’ information, such as priorities. 

The paper is organized as follows. In Section 2 we 
provide the background for the problem under study and 
its formulation, both for an optimized approach and for 
a dynamic approach. Section 3 presents the system 
architecture. In Section 4 the optimization methods of 
centralized scheduling will be briefly described. The 

model based on agents, their behaviors and interactions 
will be shown in Section 5. Therefore, the experimental 
simulation protocol is illustrated. The case study is 
presented in Section 6 and the discussion of the results 
is provided in Section 7. Finally, Section 8 rounds up 
the paper with conclusions and future work. 
 
2. PROBLEM DESCRIPTION 
 
The present work aims to formulate a dynamic and 
flexible manufacturing system, with the possibility of 
creating different n products (jobs): J1, J2, … , Jn. In 
order to achieve the production of the mentioned 
products, different types of processes (operations) must  
be manufactured, denoted by  Oij (i = 1,...,n, j = 1,...n),  
that represents the operation i of the job j and  is the 
number of operations of the job j. This set of operations 
can be performed on a set of positions/machines: M1, 
M2, …, Mk, that are responsible for completing the 
process manufacturing operations,  given a processing 
time to perform the Oij operation. Regarding the set of 
machines, they may be able to complete the same manu-
facturing operation, while some operations will have to 
be specific to a single machine (dedicated and more 
flexible - multi purpose machines). In addition, all mac-
hines are continuously available at the beginning of the 
system, with their static availability at the beginning of 
scheduling (dynamic problem with arrival time = 0). 

In this work the following constraints are consi-
dered, which are rules that limit the possible assig-
nments of the scheduling: 

• The products are independent, with the possi-
bility of having priorities assigned to some 
type of work, that is, the user can identify and 
assume the priorities according to the needs. 

• Each machine processes only one operation at 
a time. 

• All jobs are available simultaneously at zero time. 
• There are no precedence constraints between 

the operations of different jobs. 
• After a job is processed on a machine, it is 

immediately transported to the next machine. 
• Failures and disruptions will be considered 

during processing, thus simulating a real 
environment. 

In this way, it is possible to verify the instance of the 
problem illustrated of Figure 1. 

 
Figure 1. Encoding Scheme. 

 
2.1 Layout Adjustment 
 
The layout  is  a  feature  inherent  in  any  operation.  In  
this  way,  it  is  necessary  to continuously  optimize  
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the  layout  arrangement,  not  only  for  the  scheduling  
of inputs but also to improve the profitability of the 
outputs (Figure 2). 

Through the form and scheduling, appearance and 
the way materials, information and customers flow 
through the layout, the fullness of functions will be 
triggered [21]. The layout optimization problems are 
quite complex and in general are NP-hard, which 
requires a high computational complexity. 

 
Figure 2. Design of layout problems and variants (adapted 
[20]). 

The layout problem focuses on the flexible sche-
duling, reconfigurable, and agile manufacturing envi-
ronments where the demand is affected (by machine 
disruption for example) [21]. With dynamics layout 
models embedded in optimization models and combined 
with multi-agent systems, it will be possible to mini-
mize the sum of material handling costs. On the other 
hand, it will be possible guarantee the best disposition 
of human and material resources, allowing efficiency, 
but also dynamic and autonomous re-arranging from the 
agent-based model. 

 
2.2 Problem formulation 
 
The problem consists in finding the jobs/operations 
schedule on the machines, taking into account the 
precedence constraints minimizing the batch makespan, 
i.e., the finish time of the last operation completed in the 
schedule. 

Therefore, consider Oij the operation i of the job j 
and O,j represents the set of all operations of the job j. 
Define l = max{nj, j = 1,...,n} as the maximum number 
of the operations in a given job and  is the jobs total 
number. It is necessary also to define the matrix MS, 
with size l × n, representing the machines schedule. MSij 
represents the machine where the operation i of the job j 
will be done. The matrix t, with size l × n, represents 
the time schedule. On the other hand, tij represents the 
final time of the operation i of the job j. 

Consider the vector x = (x1,...,xnx,y1,...,ynx)  where xq 
represents a given operation, yq represents the machine 
where the operation xq will be perform and nx represents 
the total operations number to execute the n jobs. Thus, 
it is necessary to solve the following optimization 
problem defined as: 

( )max min spC t=   (1) 

where s is the last operation of the last job p. 
The main question was if the jobs order affect the 

optimal time. For that it is needed to solve this problem 
several times, where the difference is the jobs order. To 
solve the minimization problem presented previously, 
Genetic Algorithm (GA) and Particle Swarm Optimi-
zation (PSO) Algorithm were prepared and used to solve 
the problem and are presented in the following sections.  

In a first approach the above formulation will be 
used in conjunction with the optimization methods to 
optimally process and solve the problem, where each 
job can be processed on each machine and the pro-
cessing times of jobs are controllable. Machines are 
non-identical in the sense that each job has different 
technical specifications and manufacturing properties on 
different machines.  

In a second approach, a rescheduling problem will 
be taken into account, where, assuming the original 
scheduling, it will be submitted to an disruption.  

A breakdown occurs on one of the machines. Dis-
rupted machine will be unavailable for a certain period of 
time for maintenance activities.  During this period, the 
machine will be down and will not process any 
operations.  In the original schedule, each job has a pla-
nned completion time. One of the objectives of our 
rescheduling problem is to reschedule jobs so that they 
will be completed before their original completion times, 
if possible. We assume that once a disruption occurs, the 
decision-maker can move each operation from its original 
machine to another machine at a very short time, based 
on negotiation protocols (explained later). Given this 
scheduling environment, the problem is to reallocate the 
operations to the machines, resequence them and replan 
their processing times to minimise the total 
manufacturing cost and the number of disrupted jobs 
objectives. As we generate a new schedule, some of the 
jobs may complete later than their original completion 
times. By making appropriate reallocation, resequencing 
and compression decisions one may decrease the number 
of disrupted jobs. However, one would expect that this 
will increase the total manufacturing time of the schedule. 
Therefore, the idea will be to solve the problem 
dynamically, centered on the minimum human interaction 
but, using the interaction of the agents in terms of 
communication and negotiation of the scheduling. 

 
3. SYSTEM ARCHITECTURE 
 
The information trade-off between the timing of the 
arrival of works, the creation of setups and scheduling, 
the assignment of priorities, the testing of disruptions 
and the obtaining of the solutions for simulation of a 
real and dynamic job shop environment, will be 
according to an architecture that encompasses all these 
parameters in a distributed system. 

In this context, the system architecture for the 
manufacturing industry scheduling system integrates 
off-line and on-line modules, presented in Figure 3, 
which can deal sequentially with the two sub-processes: 
optimized planning using optimization methods and 
real-time responsiveness solutions using MAS. The two 
modules are able to exchange information, balancing the 
decision-making according to the needs. 
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Figure 3. Developed system architecture.

 
Figure 4. Flowchart of system architecture and decision-making. 

The left module performs the optimized scheduling 
for the jobs, running off-line, for a given situation under 
study. 

The right module concerns to the dynamic re-
scheduling, is response to disruptions or condition 
changes, e.g. a broken process in some situation or a 
failure in some position. In this module, the re-
scheduling is obtained by the interaction of individual 
entities, each one reasoning about its own schedule. The 
individual entities (jobs and machines) can share 
information and have the ability to negotiate schedules 
in order to overcome failures or interruptions, that is, 
they can obtain autonomous and dynamic re-scheduling 
solutions without human intervention. On the other 
hand, the user will also be able to perform information 
updates and get new re-schedulings from the 
optimization methods. 

Regarding the system architecture presented above, 
it is possible to analyse the different interactions of the 
system with the user and the possible decision-making 
in the flowchart of the Figure 4 

The user will be a key element in the system. 
However, the scheduling in case of disruptions can be 
updated autonomously and automatically, using proto-
cols of interaction and negotiation of agents, without the 
need for human intervention. This will allow fast 

response in decision-making, ensuring the quality and 
success of the scheduling task. 

 
4. OPTIMIZATION METHODS FOR CENTRALIZED 

SCHEDULING 
 

It is essential to develop efficient decision support 
methods to solve job shop scheduling problems, because 
the operators need to test several scenarios, which 
makes time requirements crucial for this applications. 
This section describes the approach embedded in the 
off-line module to perform the optimized scheduling by 
Genetic Algorithm and Particle Swarm Optimization 
method. 

 
4.1. Genetic Algorithm 
 
Initially proposed by John Holland [27], GA inspired by 
the natural biological evolution, uses a population of 
individuals to apply genetic procedures: crossover bet-
ween two different individuals or/and mutation in one 
individual. The values of the control parameters used in 
GA were adjusted to a suitable experience of the 
problem, i.e. it was considered a population size (Ps) 
and concerning the probability of the procedures 
(crossover and mutation), 50% rate was selected. Is 
expected that the following population (next generation) 
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of individuals has a better capability. The algorithm rep-
eats the crossover and mutation procedures in new 
populations until the desired diversity of solutions is 
performed [28, 29]. 

The GA is summarized in the following algorithm 
(Figure  5). 

 
Figure  5. GA algorithm. 

The iterative procedure terminates after a maximum 
number of iterations (NI) or after a maximum number of 
function evaluations (NFE). 
 
4.2. Particle Swarm Optimization Algorithm 
 
The Particle Swarm Optimization Algorithm was 
developed by Kennedy and Eberhart and it is based on 
natural social intelligent behaviors [22]. 

PSO method is a computational method that opti-
mizes a given problem by iteratively measuring the 
quality of the various solutions. This method consists of 
optimizing an objective function through the exchange 
of information between individuals (particles) of a po-
pulation (swarm). The PSO algorithm idea is to perform 
a set of operations and move each particle to promising 
regions in the search space. The Particle Swarm Opti-
mization method also works with a population of 
solutions and stops when the stopping criteria are met 
[23, 24]. At each iteration the velocity of each indi-
vidual is adjusted. The velocity calculation is based on 
the best position found by the neighborhood of the 
individual, the best position found by the particle itself -
xbest and the best position found by the whole 
population, taking into account all individual - gbest or 
the best position overall [25]. The steps of PSO are 
summarized in the following algorithm (Figure 6). 

 
Figure 6. PSO algorithm. 

During the iterative process if xi
k+1 is not a feasible 

solution, the coordinate that is not feasible will be pro-
jected to the feasible region [26]. The iterative proce-
dure terminates after a maximum number of iterations 
or after a maximum number of function evaluations. 

5. AGENT-BASED MODEL 
 
The on-line module considers the use of MAS to 
implement the dynamic and responsive re-scheduling in 
case of disruption. In addition, it will be possible with 
this module to interact, simulate and visualize the 
scheduling performed by the off-line module. For this 
purpose, the agent-based model will be described in this 
section. 

 
5.1 Behaviour of agents 
 
The agent-based model considers three types of agents: 

• Machine agent: These agents represent the 
work machines, which will allow the set of 
manufacturing operations in order to obtain the 
products concerned. They are immobile, totally 
passive, and do not take the initiative to start 
the decision process. 

• Operation agent: These agents represent the 
“operations” (a job with a set of operations) 
that move around to provide the manufacturing 
of the products according to the scheduling and 
location of the machines agents. Operations 
agent only interacts with their own machines. 

• Product agent: These agents represent the 
final product to be obtained. After the complete 
set of operations they require, they send a 
warning message informing the user of their 
conclusion. 

In this paper, only the global behaviour of process 
agents will be described, since they are the ones that 
move and interact with the other agents. Figure 7 
presents the two main categories of global process 
behaviour: the passive and autonomous behaviours. 

In the passive behavior, the processes follow and 
move carefully the planned optimized schedule 
provided by the off-line module, i.e. using the GA or 
PSO methods codified in MatLab, without taking into 
account the disruptions or external problems.  

In the autonomous behavior, the process agent 
follows the planned route but is able to dynamically 
adapt the schedule in case of disruptions through the 
interaction with other processes, which may be available 
and with operations in common, to re-route the 
allocation that was previously allocated to the broken 
process/machine. 

 

Figure 7. Performance criteria and autonomy level in 
schedule (adapted [15]). 
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In the passive behavior, the processes follow and 
move carefully the planned optimized schedule 
provided by the off-line module, i.e. using the GA or 
PSO methods codified in MatLab, without taking into 
account the disruptions or external problems.  

In the autonomous behavior, the process agent fol-
lows the planned route but is able to dynamically adapt 
the schedule in case of disruptions through the interac-
tion with other processes, which may be available and 
with operations in common, to re-route the allocation 
that was previously allocated to the broken process 
/machine. 
 
5.2 Interaction patterns in autonomous behaviour 
 
Initially, this dynamic involves passive behaviour, since 
it follows the planned schedule, it is subject to dis-
ruption tests or processes failures to evaluate interaction 
and autonomous cooperation between agents.  

This dynamic procedure involves decisions that are 
considered to support a machine in the disruption event  
(which becomes unavailable) when choosing your 
support, in other words, the choice of another available 
machine that can take the remaining schedule of 
operations to allocate. Each decision attempts to 
optimize the following criteria: 

• The products waiting time when a machine is 
interrupted on the schedule. 

• Optimize schedule time and its cost. 
In this case, the set of operations of the processes 

follow the planned route defined by GA or PSO 
methods. When occurs a disruption in the schedule (it 
can be an instantaneous interruption or caused by the 
user), the procedure can opportunistically select other 
available process in an on-line reactive way (by 
comparing joint operations and their availability). Thus, 
the waiting time for a solution of the problem is 
minimized, taking into account the final time of the 
scheduling.  

As depicted in Figure 8, the “Initiator”, the 
disruption machine, asks for an available machine in the 
set of “Participants”. These interactions are based on 
contract net protocol [30], that allows the commu-
nication and control in the problem-solving, by a 
negotiation process. 

 
Figure 8. Interactions and negotiations between "machines". 

The initiator calls the processes until its finds one or 
more available, in other words, the process must be still 

on schedule moving and be able until the operation task 
is completed. As shown in the Figure 8, the initiator 
scans the agents list and checks if there are machines 
available to take over the remaining schedule. Finally, 
when the best proposal with the most optimized time is 
found, the initiator decides and a participant will assume 
and update its schedule with the remaining operations. 

As previously mentioned, the autonomous behaviour 
includes the interaction with the machines and uses as a 
decision factor the comparison of the shortest time bet-
ween the remaining schedule and the next or final 
operation of the available machine schedule. It should 
be noted, that the remaining schedule is already opti-
mized by the GA or PSO methods and the precedence of 
the operations given by them is mantained along the 
process. It is important to note that for interacting with 
an available machine, this machine will need to be able 
to perform the operations left. The machines are not 
identical, so it is necessary to take into account if the 
specifications are adequate to be able to carry out the 
rescheduling process. Therefore, this decision factor 
switches between the manufacturing goal (minimize the 
time and reduction costs of production) and the 
machines goal (minimize the time with disruptions).  

For decision factor tests, an alternative method to 
compare the possibility of trying to put the remaining 
schedule in the middle or final time range on the 
available machine was used, as illustrated in Figure 9. 

 
Figure 9. Decision factor for rescheduling.  

Therefore, the agent model will have the decision, 
depending on its needs, where the remaining schedule 
will be tested in the various intervals in the schedule of 
available machine (trying to fit the remaining schedule 
in the range with the shortest distance and time). 
The final solution always looks for the total schedule 
(job schedule available “+” remaining schedule) with 
the most optimized time.  
 
5.3 Simulation experiment protocol 
 
The described agent-based model was implemented in 
NetLogo [31], which is an agent-based modelling and 
simulation platform that allows to rapidly instantiate 
models to observe the behaviour agent-based systems. It 
provides an intuitive user interface where one can add 
buttons and control widgets to easily manipulate a model 
to view different scenarios [32]. As previously described, 
the agent-based model developed in NetLogo is 
connected with MatLab to allow the exchange of the 
optimized scheduling solution. It is often advantageous to 
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implement separate portions of a model in the most 
appropriate language and to combine the results dyna-
mically. The MatLab - NetLogo extension (MatNet) 
provides new functions within NetLogo that allow data 
passing between NetLogo and MatLab, and the calling of 
any valid, online MatLab commands from within 
NetLogo. The new tool presented herein, as does occur in 
other typical integrated use of tools, facilitates future 
dynamic integration of software platforms [33, 34]. 
Figure 10 presents the NetLogo interface for the imple-
mented agent-based model. In each simulation, some 
parameters are used to vary the populations of the agents 
according to the database. For the case study, the simu-
lation protocol involved three crucial steps, it can be app-
lied to many other simulations within the database, thus: 
- Step 1: The user will have at his disposal the various 
specifications of the problem. It will be possible to 
select the different jobs to carry out, being able to assign 
priorities (for example, taking into account deadlines) 
and also to define the quantities of operations from the 
selection already existing in the database. On the other 
hand, the set of machines available for the operations 
will also be assigned on the layout and their coordinates 
remained unchanged during the experiments. It is 
possible also to select simulation with disruption (tested 
after certain ticks or selected by the user), the 
optimization method and also the number of iteractions. 
- Step 2: The scheduling is performed by the user, 
which can be set the desired number of iterations 
depending on need, the time and quality of the solutions 
and also the optimization method to perform the 
scheduling. The information will be transmitted and the 
overall schedule of the optimization method for the jobs 
planning (output viewer) will be received. 
- Step 3: It is displayed the jobs schedule sequence and 
if there is disruption, we can update the dynamic 
reschedule by agents in their autonomous behaviour. 

In conclusion, the trade-off between centralized 
decisions and dynamic interface provides easy visuali-
zation and handling for the independent user. 

This data was created in an attempt to generate 
different products (jobs), which may reflect a generic 
case of a job shop scheduling. The operation type list ( 

iO defines the type of process/operation and the proce-

ssing times. In this case study, there are four jobs (Job 1, 
Job 2, Job 3, Job 4), eight different manufacturing ope-
rations types ( 1O , and an order set of operations (#1, 
#2,…, #10), as shown in the Table 1. 

In some jobs, for a given sequence of operations, it 
is possible to have repetition of a given process type. 
Thus, for a given job j, the operation type list will define 
the order set of operations Oij, that means the order #i (i 
= 1,...,nj) by the Job j. For example, the Job 1 needs a 
sequence of seven operations, where two of them are 
equal ( 21 2 31O O O= = ). So,  { }1 2 8, ,...,ijO O O O∈  for i 
= 1,..., n and j = 1,..., n. 
Table 1. Production sequence for each type of job. 

 Job 1 Job 2 Job 3 Job 4 
#1 1O  1O  1O  1O  

#2 2O  2O  2O  2O  
#3 2O  2O  2O  2O  
#4 4O  2O  3O  3O  
#5 6O  3O  4O  5O  

#6 7O  5O  4O  4O  

#7 8O  4O  6O  6O  

#8  6O  6O  7O  

#9  7O  7O  8O  

#10  8O  8O   

 
Besides this, the layout of the manufacturing system 

is composed by eight machines, each one being able to 
perform a set of operations. The machines are re-
sponsible for the completion of manufacturing opera-
tions to do the jobs. Some machines are able to comp-
lete the same manufacturing operation, while some 
operations can only be completed on a single machine. 
Additionally, each machine is continuously available as 
the system start and each machine can process only one 
operation at a time. The cell  is  composed  with  eight  
machines  and  the  processing  times  of  the  eight 
manufacturing operations are described on Table 2. 

 
Figure 10. NetLogo interface managed by the user. 
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Table 2. Processing time of each manufacturing operation 
(in seconds) 

Operations 
type M1 M2 M3 M4 M5 M6 M7 M8 

1O  10        

2O   20 20      

3O   20  20     

4O      20    

5O     30  30   

6O    20  20    

7O        30  

8O  10       10 
 
6. RESULTS DISCUSSION 
 
For case study, simulations were carried out on a PC 
Intel(R) Core(TM) i7 CPU 2.2 GHz with 6.0GB of 
RAM using the MatLab software.  

In  an  attempt  to  plan  the  schedules  automa-
tically,  two  computational algorithms were used — 
GA and PSO. The  parameters used  by the  two  met-
hods  were Npop =  30, w = 1 and c1 = r1 = 2. Since they 
are stochastic methods, each implementation was tested  
with  10  executions  in  order  to  evaluate  the  results  
obtained  and compare them between both algorithms 
with random initial points.  

The values of the control parameters used in the 
algorithms were adjusted to a suitable experience of the 
problem, i.e. both methods used the same stop criteria, 
limit the number of function evaluations to NFE = 5000 
or after 100 iterations (NI). It is important to also note 
that, for example, regarding the probability of the 
procedures crossover and mutation of GA, 50% rate was 
selected. In  the  present  case study,  four products  are  
created.   

The  objective  of this round of experiments (i.e., 
optimized scheduling with passive behavior and 
disruptions tests with autonomous/dynamic behavior) 
was to highlight the efficiency of the proposed approach 
defined by the ability of the latter to minimize the time 
and automatically optimize disruptions or failures in 
machines.  

The scheduling tool, that represent the schedule 
obtained by both  optimization methods,  had  100%  of  
successful  rate  since  they  found  a  feasible solution 
in all runs. In turn, the scheduling is obtained extremely 
fast by GA and PSO methods.  

On the other hand, allowed to obtain the final 
solution that characterizes the optimal time of execution 
of the jobs in question, tested for unprecedented 
scheduling. Table 3 presents the summary of both 
methods, such as: the best solution obtained in all runs 
(Cmax) in seconds, and, the average time to solve the 
optimization problem (Timeavg) also in seconds. It is 
important to note that the scheduling obtained by the 
GA and PSO methods has always ensured a feasible 
solution as well as it allows to identify the sets of 
operations to their respective machines. 

Figure 11 presents the optimized solution by GA to 
the problem under study as well as the subject dynamic 
rescheduling in tests of machine disruptions. At the top 
of the Figure 11 it is possible to verify the set of 
operations, identifying their respective machines and 
allocating themselves properly in the layout for the 
production of the jobs. 
Table 3. Results obtained by GA and PSO methods. 

 GA PSO 
Timeavg 29,86  21,7  

Cmax 300 270 
 

Consequently, it is also possible to analyze that the 
time required to create Job 1, Job 2, Job 3 and Job 4 is 
respectively 130, 240, 280 and 300 seconds (optimized 
scheduling at the top of the image).  After  this,  using  
the  interface  in  NetLogo,  the  same  scheduling of  
the  case  under  study  was  subjected  to  a  random  
disruption  of  a  machine after  a  certain  time  (in  this  
case  machine  3, represented by red “X”),  leaving  four  
operations,  one of each job without conclusion, as 
shown at the bottom of the Figure 11.  

This solution enabled not only the minimal human 
interaction but also allowed to finish the jobs in 
optimized time, affecting only substantially the end of 
job 4 (now needing 320 seconds), keeping all other jobs 
in accordance with the optimized solution and/or 
priorities imposed. 

On the other hand, the Figure 12 presents the 
optimized solution by PSO algorithm to the problem 
under study as well as the subject dynamic rescheduling 
in tests of machine disruptions. 

Similar to previous analysis, it is also possible to 
analyze that the time required to create Job 1, Job 2, Job 
3 and Job 4 is respectively 130, 240, 210 and 270 
seconds (optimized scheduling). After  this,  using again 
the  interface  in  NetLogo,  the  same  scheduling of  
PSO  algorithm was  subjected  to  a  random  disruption  
of  a  machine after  a  certain  time  (machine  3, repre-
sented also by red “X”),  leaving  four  operations,  one 
of each job without conclusion, as shown at the bottom 
of the Figure 12.  

However, through the agent-based model, the 
dynamic and  autonomous  rescheduling  protocol  was  
started  to  allocate  the  remaining operations in the 
layout (again represented by red circles). They were 
allocated to the machine 5 and 2, with some disturbance 
on the global schedule. This solution, one mor time, 
enabled not only the minimal human interaction but also 
allowed to finish the jobs in optimized time, affecting 
only substantially the end of Job 2 and Job 4 (now 
needing 300 and 260 seconds, respectively), keeping all 
other jobs in accordance with the optimized solution 
and/or priorities imposed. 

It is important to note that, despite a little worsening 
of global scheduling through Job 2, it has consequently 
improved the conclusion of Job 4. 

Despite this, the PSO method proved robustness and 
efficiency when achieving the optimal solution quickly, 
and, in case of disruptions, the agents interact in a more 
sophisticated way and achieve better results than with 
the GA method. 
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Figure 11. Results of optimized scheduling (top) and rescheduling (bottom) by GA algorithm and agents

 
Figure 12. Results of optimized scheduling (top) and rescheduling (bottom) by PSO algorithm and agents. 
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7. CONCLUSION  
 

In this paper we discussed a hybrid MAS and meta-
heuristics based system for simultaneously support 
scheduling and plant layout adjustment in a dynamic 
context with several constraints, uncertainties and 
random events, for example, disruptions in machines.  

The proposed approach is optimized and supports 
dynamics, allowing optimized scheduling solutions 
from centralized tool, presenting also forecasting infor-
mation under uncertain contexts. 

The main contribution of this paper as to provide a 
new way of solving a job shop scheduling problems in 
simultaneous with layout adjustments, using the 
machines ability to dynamically adapt and design his 
own schedule in case of external disruptions. Thus, we 
can improve both flexibility and efficiency in today’s 
competitive manufacturing environments, such as 
flexible manufacturing systems and just-in-time pro-
duction, as well as add strategies and dynamics to imp-
rove quality, time and increase profits. 

An experimental case study was proposed based on 
job shop scheduling. Thus, through the results pre-
sented, it was possible to obtain a fast and optimized 
scheduling by the centralized module and at the same 
time interact with the NetLogo platform. In this sense, 
the same scheduling was subject to random interruption 
of a machine, which autonomously and with the use of a 
negotiation protocol between agents, allowed the 
dynamic rescheduling of the remaining operations. This 
approach did not only enable to optimize solutions but 
also to ensure minimal human intervention in real-time 
disruption testing for layout re-arranging and self-
rescheduling. 

In order to validate the performance and robustness 
of the proposed approach, the analysis was presented 
based on two different algorithms – each with different 
solutions, times and criteria data quality and capa-
bilities. However, the optimized results presented by the 
PSO algorithm as well as the rescheduling presented 
better results than the GA method applied in [20], not 
only in the obtained solution, but also in the scheduling 
itself subject to interruptions or failures. Therefore, the 
PSO algorithm presents itself as a good method to 
optimize the scheduling and rescheduling in a job shop 
scheduling problem in an optimized, fast and flexible 
way. The developed interface allows the user a way of 
communication and interaction, with two modules that 
combined, allow the improvement of flexibility and 
efficiency in manufacturing environments, with 
dynamics and strategies to improve the quality of 
solutions and thus increase profits. 

In summary, it is worth concluding that this 
improved approach is also highly customizable and 
flexible. Further, the capability to deal with business 
problems in uncertain environments provides a good 
solution for decision support scenarios where environ-
ment quality may be compromised.  

For future work, it is possible to reformulate and 
increase the complexity of the problem, for instance, for 
solving a problem with big data. Another approach to be 
further developped could be to use a decentralized 

approach that nevertheless combines optimized 
solutions, but without the need for a centralized tool. 
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ХУМАНО-ЦЕНТРИЧНИ ХИБРИДНИ МУЛТИ-
АГЕНТ-СИСТЕМ И СИСТЕМ БАЗИРАН НА 
МЕТА ХЕУРИСТИКАМА ЗА СИМУЛТАНО 

ПОДЕШАВАЊЕ ПРОГРАМИРАЊА 
ПРОИЅВОДЊЕ И РАСПОРЕДА МАШИНА У 

ПОГОНУ 
 

Ф. Алвеш, М.Л.Р. Варела, А.М.А. К. Роша,  
А.И. Переира, П.A. Леитао 

 
Производне активности и контрола производње 
стално расту. Упркос томе, неопходно је побољшати 
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све већу разноликост подешавања програмирања 
производње и распореда машина у погону, за 
динамичке и флексибилне одговоре у нестабилним 
окружењима са поремећајима или кваровима. 
Суочен са недостатком реалних и практичних сцена-
рија производње, предложен приступ омогућава 
симулацију и решавање проблема појединачне прои-
зводње у производном систему користећи предности 
генетских оптомозационих алгоритама и оптими-
зационих алгоритама на бази ројева, у комбинацији 
са флексибилношћу и робусношћу мулти-агент 

система. и алтернатива динамичког репрогра-
мирања. Због тога, овај хибридни систем за подршку 
одлучивању намерава да се добију оптимизирана 
решења и да омогући људима да комуницирају са 
системом како би правилно прилагодили приоритете 
или побољшали подешавања или решења, на интер-
активан и корисничко-пријатљски начин. Систем 
омогућава процену оптимизационих перформанси 
сваког од предложених алгоритама као и за децен-
трализацију одзива и динамичких одлука за репрог-
рамирање услед појава неочекиваних догађаја. 
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